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Feature fusion of side face and gait for video-based human identification

Xiaoli Zhou, Bir Bhanu∗

Center for Research in Intelligent Systems, University of California, Riverside, CA 92521, USA

Received 5 May 2007; accepted 26 June 2007

Abstract

Video-based human recognition at a distance remains a challenging problem for the fusion of multimodal biometrics. As compared to the
approach based on match score level fusion, in this paper, we present a new approach that utilizes and integrates information from side face
and gait at the feature level. The features of face and gait are obtained separately using principal component analysis (PCA) from enhanced
side face image (ESFI) and gait energy image (GEI), respectively. Multiple discriminant analysis (MDA) is employed on the concatenated
features of face and gait to obtain discriminating synthetic features. This process allows the generation of better features and reduces the curse
of dimensionality. The proposed scheme is tested using two comparative data sets to show the effect of changing clothes and face changing
over time. Moreover, the proposed feature level fusion is compared with the match score level fusion and another feature level fusion scheme.
The experimental results demonstrate that the synthetic features, encoding both side face and gait information, carry more discriminating power
than the individual biometrics features, and the proposed feature level fusion scheme outperforms the match score level and another feature
level fusion scheme. The performance of different fusion schemes is also shown as cumulative match characteristic (CMC) curves. They further
demonstrate the strength of the proposed fusion scheme.
� 2007 Pattern Recognition Society. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

Compared with the abundance of research work related to
fusion at the match score level, fusion at the feature level is
a relatively understudied problem because of the difficulties in
practice. Multiple modalities may have incompatible feature
sets and the relationship between different feature spaces may
not be known [1]. Moreover, the concatenated feature vectors
may lead to the problem of curse of dimensionality and it may
contain noisy or redundant data, thus leading to a decrease in
the performance of the classifier.

However, pattern recognition and computer vision systems
that integrate information at an early stage of processing are
believed to be more effective than those systems that perform
integration at a later stage. Therefore, while it is relatively diffi-
cult to achieve in practice, fusion at the feature level has drawn
more attention in recent years. Table 1 presents a summary of
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the recent work for the feature level fusion. Among the existing
research work, feature concatenation is the most popular fea-
ture level fusion methodology. Some of schemes perform fea-
ture concatenation after dimensionality reduction [2–5] while
others perform feature concatenation before feature selection
or transformation [6,7].

In recent years, integrated face and gait recognition ap-
proaches without resorting to 3-D models have achieved some
success. Most of the fusion schemes [12–16] have focused
on the fusion of face and gait at the match score level and
the experimental results demonstrate improved performance
after fusion. Recently, Zhou and Bhanu [2] conducted feature
concatenation after dimensionality reduction by the PCA and
MDA combined method to fuse face and gait information at
the feature level. The experimental results showed the perfor-
mance improvement compared with the single biometrics, but
they do not show any comparison with other schemes. Since
the feature set contains richer information about the input bio-
metrics pattern than the match score, integration at this level is
expected to provide better recognition results than the match
score level. Therefore, the fusion of face and gait at the feature
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Table 1
The recent work for feature level fusion

Authors Modalities Methodology Data

Yang et al. [7] Face PCA, K–L expansion and LDA after parallel
concatenation of features

CENPARMI handwritten numeral database,
NUST603 handwritten Chinese character
database and ORL face image database

Kumar et al. [5] Hand Concatenation of geometry and texture fea-
tures

1000 hand images of 100 individuals

Kinnunen et al. [4] Voice Concatenation of LPCC, MFCC, ARCSIN
and FMT features

NIST-1999 subset

Moon et al. [8] Fingerprint Averaging two templates of minutiae 1149 images of 383 individuals
Feng et al. [3] Face and palmprint Concatenation of PCA and LDA coefficients 400 images of 40 individuals
Ross et al. [6] Face and hand Feature selection after concatenation of PCA

and LDA coefficients
500 face and hand images of 100 individuals

Gao et al. [9] Face and palmprints Fusion of line features by multiview line
segment Hausdorff distance

(a) 210 images of 35 individuals (b) 311
images of 35 individuals from the University
of Stirling

Zhou et al. [2] Face and gait Feature concatenation after MDA and PCA
combined method

92 video sequences of 46 individuals

Kong et al. [10] Palmprint Fusion of phase information from Gabor fil-
ters according to a fusion rule

9599 palmprint images of 488 different
palms

Li et al. [11] Palmprint, knuckleprint and
hand shape

KPCA after fusion of kernel matrixes using
decision level fusion operator

1853 right-hand images of 98 individuals

Table 2
The related work for integrating face and gait for human recognition vs. this paper

Authors Modalities Fusion methods Data

Kale et al. [12] Frontal face and gait Hierarchical fusion and Sum/Product rule 30 subjects (number of sequences per person is not
specified) and static images as the face gallery

Shakhnarovich et al. [13,14] Frontal face and gait Sum rule [13] 12 subjects and 2–6 sequences per person [13]
Min, Max, Sum and Product rules [14] 26 subjects and 2–14 sequences per person [14]

Zhou et al. Side face and gait [2,17] Feature concatenation after MDA and 46 subjects and 2 sequences per person [2]
[2,17,19] PCA combined method [2]

Face profile and gait [19] Sum, Product and Max rules [17] 45 subjects and 2–3 video per person [17]
Hierarchical fusion, Sum and Product rules [19] 14 subjects and 2 sequences per person [19]

This paper Side face and gait MDA after concatenation of PCA-based features
of side face and gait

45 individuals and 2–3 video per person

level deserves a closer study and performance comparison be-
tween different fusion schemes.

Table 2 presents a summary of related work and compares
it with the work presented in this paper for the fusion of face
and gait. In this paper, information related to side face and gait,
from a single camera video sequence, is combined at the feature
level to recognize non-cooperating individuals at a distance.
We distinguish a side face from a face profile. A face profile
refers to the outline of the shape of a face as seen from the
side. A side face includes not only the outline of the side view
of a face, but also the entire side view of eye, nose and mouth,
possessing both shape and intensity information. Therefore, a
side face has more discriminating power for recognition than a
face profile. For side face, an enhanced side face image (ESFI),
a higher resolution image compared with the image directly
obtained from a single video frame, is constructed as the face
template [17]. For gait, the gait energy image (GEI), which is
used to characterize human walking properties, is generated as
the gait template [18]. The contributions of this paper are as

follows:

• A new feature level fusion scheme is proposed to fuse infor-
mation from side face and gait for human recognition at a
distance in a single camera scenario. Multiple discriminant
analysis (MDA) is applied after the concatenation of face and
gait features. This allows the generation of better discrimi-
nating features and leads to the improved performance. Face
features are extracted from ESFI, which integrates face infor-
mation over multiple frames in video. Gait features are ex-
tracted from GEI, a spatio-temporal compact representation
of gait in video.

• The proposed feature level fusion scheme is compared with
the match score level fusion schemes (Sum and Max rules)
[17] and the feature level fusion scheme [2]. The basic
processes of these approaches are shown in Fig. 1. The
experimental results demonstrate the effectiveness of the
fusion at the feature level in comparison to the match score
level. The proposed feature level fusion scheme performs
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Fig. 1. The basic processes of the fusion schemes for comparison: (a) the match score level fusion scheme [17]; (b) the feature level fusion scheme [2]; and
(c) the proposed feature level fusion scheme (this paper).

the best among all the compared fusion schemes. Besides
the recognition rates, the performance is also compared us-
ing CMC (cumulative match characteristic) curves. They
further demonstrate the strengths of the proposed fusion
scheme.

• The problem of the curse of dimensionality is reduced in two
ways: (a) PCA is used to transform high dimensional face and
gait templates to low dimensional feature space; (b) synthetic

features are generated based on all possible combinations of
face and gait features from the same video sequence.

The paper is organized as follows. Section 2 presents the
overall technical approach. It introduces the construction of
ESFI and GEI. It describes feature extraction from ESFI and
GEI. It explains the proposed scheme to generate synthetic
features for feature level fusion and classification. Section 3
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provides a description of the related fusion methods [2,17] to
be compared in the experimental section. In Section 4, a num-
ber of dynamic video sequences are tested using the approach
presented. Experimental results are compared and discussed.
Section 5 concludes the paper.

2. Technical approach

The proposed feature level fusion scheme is shown in
Fig. 2. ESFI and GEI are first constructed as the face template
and the gait template from a video sequence, respectively.
Principal component analysis (PCA) is employed separately
on face templates and gait templates to extract lower dimen-
sional face features and gait features. MDA is then applied to
the concatenated features to generate the synthetic features.
Finally, the testing synthetic features are compared with the
training synthetic features to evaluate the performance of the
proposed approach.

2.1. ESFI construction

It is difficult to get reliable information of a side face di-
rectly from a video frame for the recognition task because of
the limited resolution and small size of the face compared to
the human body. To overcome this problem, we construct an
ESFI, a higher resolution image compared with the image di-
rectly obtained from a single video frame, by fusing the face
information from multiple video frames. The idea relies on the
fact that the temporally adjacent frames in a video sequence,
in which one is walking with a side view to the camera, con-
tain slightly different, but unique information about a side face.
The ESFI construction involves registration of low-resolution
images, selection of aligned low-resolution images, and for-
mation of a high-resolution image using the selected images.
The details of the construction of high-resolution side face
images from video sequences are described in Ref. [17]. We
use the same method here and provide and example as shown
in Fig. 3.
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Fig. 2. The proposed feature level fusion scheme for integrating side face and gait in video.

The resolution of a video frame is 480 × 720. The resolu-
tion of low- and high-resolution images are 68 × 68 and 136,
respectively. Before feature extraction, all high-resolution side
face images are cropped and normalized to the size of 64 × 32.
We call these images as ESFIs. Similarly, original side face im-
age (OSFI) is a subimage from the normalized version of the
low-resolution side face image. The size of OSFI is 34 × 18.
Fig. 3(a) shows one low-resolution face image and one recon-
structed high-resolution face image. For comparison, we resize
the low-resolution face image using bilinear interpolation. Fig.
3(b) shows one example of the resized OSFIs and ESFIs for
comparison. Clearly, ESFIs have better quality than OSFIs. Ex-
periments show that better face features can be extracted from
constructed ESFI compared to those from the OSFIs [17].

2.2. GEI construction

GEI is a spatio-temporal compact representation of gait in
video. The entire gait sequence is divided into cycles accord-
ing to gait frequency and phase information. GEI reflects major
shapes of silhouettes and their changes over the gait cycle. It
accounts for human walking at different speeds. GEI has sev-
eral advantages over the gait representation of binary silhouette
sequence. GEI is not sensitive to incidental silhouette errors in
the individual frames. Moreover, with such a 2D template, we
do not need to consider the time moment of each frame, and
the incurred errors can be, therefore, avoided.

Fig. 3. (a) One resized low-resolution face image (left) and one reconstructed
high-resolution face image (right) and (b) resized OSFI (left) and ESFI (right).
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Fig. 4. Examples of normalized and aligned silhouette images in a gait cycle. The right most image is the corresponding gait energy image (GEI).

Given the preprocessed binary gait silhouette sequence in the
complete cycle(s), the gray-level GEI is obtained by averaging
the normalized and aligned silhouette images in the gait cycle(s)
[18]. Fig. 4 shows the sample silhouette images in a gait cycle
from a person and the right most image is the corresponding
GEI. The resolution of each GEI is 300 × 200.

2.3. Human identification using ESFI and GEI

2.3.1. Feature learning using PCA
PCA is a standard decorrelation technique [20]. The derived

orthogonal projection basis leads to dimensionality reduction,
and possibly to feature selection.

Let {x1, x2, . . . , xn}, xk ∈ RN , be n random vectors repre-
senting n ESFIs or n GEIs, where N is the dimensionality of the
vector obtained by concatenation of an image row-by-row. The
covariance matrix is defined as �x =E([x−E(x)][x−E(x)]T),
where E(·) is the expectation operator and T denotes the trans-
pose operation. The covariance matrix �x can be factorized into
the following form:

�x = ���, (1)

where � = [�1 �2 . . . �N ] ∈ RN×N is the orthonormal
eigenvector matrix of �x; � = {�1 �2 . . . �N } ∈ RN×N is
the diagonal eigenvalue matrix of �x with diagonal elements in
descending order. One important property of PCA is its optimal
signal reconstruction in the sense of minimum mean square
error (MSE) when only a subset of principal components are
used to represent the original signal. An immediate application
of this property is the dimensionality reduction:

yk = PT
pca[xk − E(x)], k = 1, 2, . . . , n, (2)

where Ppca = [�1 �2 . . . �m], m�N . The lower dimen-
sional vector yk ∈ Rm captures the most expressive features of
the original data xk .

2.3.2. Synthetic feature generation and classification
Let f ∈ RN1 and g ∈ RN2 be ESFI and GEI of a person

represented as a vector, where N1 and N2 are the dimensionality
of the face and the gait feature spaces, respectively. We obtain
low dimensional feature vectors, f ′ = Mf f and g′ = Mgg, by
using the PCA method as in Eq. (2). Mf and Mg are the
PCA transformation matrices for face and gait, respectively. We
choose a subset of principal components to derive the lower

dimensional face and gait features, f ′ ∈ Rm1 and g′ ∈ Rm2 ,
where m1 and m2 are the dimensionality of the reduced face
feature space and gait feature space, respectively. On the one
hand, we hope to lose as little representative information of the
original data as possible in the transformation from the high
dimensional space to the low dimensional one. On the other
hand, the eigenvectors corresponding to the small eigenvalues
are excluded from the reduced space so that we can obtain more
robust MDA projection as well as reduce the problem of curse
of dimensionality. The eigenvalue spectrum of the covariance
matrix of the training data supplies useful information regarding
the choice for the dimensionality of the feature space.

Before face features and gait features are combined, the in-
dividual face features and gait features are normalized to have
their values lie within similar ranges. We use a linear method
[21], which provides a normalization via the respective esti-
mates of the mean and variance. For the jth feature value in the
ith feature vector wij , we have

ŵij = wij − w̄j

�j

, i = 1, 2, . . . , I, j = 1, 2, . . . , L, (3)

where w̄j = (1/I)
∑I

i=1wij and �2
j = (1/(I − 1))

∑I
i=1(wij −

w̄j )
2. I is the number of available feature vectors and L is

the number of features for each feature vector. The resulting
normalized features have zero mean and unit variance.

We assume that f̂ and ĝ are face features and gait features
after normalization using Eq. (3), respectively. They are con-
catenated to form the features as follows:

h = [f̂ ĝ], (4)

where h ∈ Rm1+m2 . The rational behind such a simple combi-
nation is that the face and gait are viewed as carrying equally
important discriminating information.

Since face and gait can be regraded as two independent bio-
metrics in our application scenario, synchronization is totally
unnecessary for them. To take advantage of information for a
walking person in video, we use all possible combinations of
side face features and gait features to generate the maximum
number of vectors h. Specifically, we have two feature vectors
of side face and two feature vectors of gait for one person from
one video. Therefore, we have four concatenated features h for
one person from one video. It is reasonable to concatenate face
and gait feature vectors in this way, since ESFI is built from
multiple video frames and GEI is a compact spatio-temporal
representation of gait in video. Generation of all possible
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vectors h from PCA features for side face and gait data helps
to reduce the problem of curse of dimensionality for the sub-
sequent MDA transformation.

Suppose that w1, w2, . . . , wc and n1, n2, . . . , nc denote the
classes and the number of concatenated feature vectors h within
each class, respectively, with w = w1 ∪ w2 ∪ · · · ∪ wc and
n̂ = n1 + n2 + · · · + nc. Note that the value of n̂ is two times
of n. c is the number of classes. MDA seeks a transformation
matrix W that maximizes the ratio of the between-class scatter
matrix SB to the within-class scatter matrix SW : J (W) =
|WTSBW|/|WTSW W|. The within-class scatter matrix is SW =∑c

i=1
∑

h∈wi
(h − Mi )(h − Mi )

T and the between-class scatter

matrix is SB = ∑c
i=1ni(Mi − M)(Mi − M)T, where Mi =

(1/ni)
∑

h∈wi
h and M=(1/n̂)

∑
h∈wh are the means of the class

i and the grand mean, respectively. J (W) is maximized when
the columns of W are the generalized eigenvectors of SB and
SW , which correspond to the largest generalized eigenvalues in

SB�i = �iSW�i . (5)

There are no more than c − 1 non-zero eigenvalues �i and let
the corresponding eigenvectors be �i . The transformed feature
vector is obtained as follows:

zk = PT
mdahk, k = 1, 2, . . . , n̂. (6)

where Pmda =[�1 �2 . . . �c−1] is the MDA transformation
matrix. We call the lower dimensional vector zk ∈ Rc−1 the
synthetic feature, which captures the most discriminating power
of the face and gait.

Let Ui , i = 1, 2, . . . , c, the mean of the training synthetic
features of class i, be the prototype of class i. The unknown
person is classified to class K to which the synthetic feature z
is the nearest neighbor.

‖z − UK‖ = min ‖z − Ui‖. (7)

When multiple synthetic features are obtained for one person,
Eq. (7) means that the unknown person is classified to the
class which has the minimum distance out of all the distances
corresponding to all the classes.

3. The related fusion schemes

In this paper, we also compare the proposed feature level
fusion scheme with the related fusion schemes at the match
score level (Sum and Max rules) [17] and the feature level
[2]. These techniques are explained in the following. PCA and
MDA combined method [17] is used for feature learning from
face and gait for these two fusion schemes. It is applied to face
templates (ESFIs) and gait templates (GEIs) separately to get
low dimensional feature representation for side face and gait.
The transformed feature vector is obtained as follows:

zk = PT
mdaPT

pca[xk − E(x)] = Q[xk − E(x)],
k = 1, . . . , n, (8)

where xk ∈ RN is the vector representing n ESFIs or
n GEIs, where N is the dimensionality of the vector ob-
tained by concatenation of an image row-by-row. Ppca =
[�1 �2 . . . �m], m� min(n, N) is the PCA transforma-
tion matrix, Pmda = [�1 �2 . . . �r ], r �c − 1 is the MDA
transformation matrix and Q is the overall transformation ma-
trix. The lower dimensional vector zk ∈ Rr captures the most
expressive and discriminating features of the original data xk .

Let f ∈ RN1 and g ∈ RN2 represent ESFI and GEI of a
person, where N1 and N2 are the dimensionality of the face
and the gait spaces, respectively. We obtain low dimensional
feature vectors, f ′=Qf f and g′=Qgg, by using PCA and MDA
combined method as in Eq. (8). Qf and Qg are the overall
transformation matrices for face and gait, respectively.

3.1. Fusion at the match score level [17]

Given f ′ and g′, the Euclidean distance for the face classifier
and the gait classifier are obtained as

D
f
i = ‖f ′ − U

f
i ‖,

D
g
i = ‖g′ − U

g
i ‖, (9)

where U
f
i and U

g
i , i = 1, 2, . . . , c, are the prototypes (mean of

the features that belong to a class) of class i for face and gait,
respectively. Before combination of the results of face classifier
and the results of gait classifier, it is necessary to map distances
obtained from the different classifiers to the same range of
values. We use an exponential transformation here. Given that
the distance of a probe (test data) obtained from the classifier
are D1, D2, . . . , Dc, we obtain the normalized match scores as,

Si = exp(−Di)
∑c

i=1 exp(−Di)
, i = 1, 2, . . . , c. (10)

After normalization using Eq. (10), the match scores of face
templates and the match scores of gait templates from the same
video are fused based on different match score fusion rules. We
use all the possible combinations of face match scores and gait
match scores to generate the maximum number of fused match
scores based on the characteristics of face and gait. Specifically,
we use two face match scores and two gait match scores to
generate four fused match scores for one person from each
video.

Since the distances representing dissimilarity become match
scores by using Eq. (10), the unknown person should be classi-
fied to the class for which the fused match score is the largest.
Let S

f
i and S

g
i be the normalized match scores of D

f
i and D

g
i ,

respectively. The unknown person is classified to class K if

R{Sf
K, S

g
K} = max R{Sf

i , S
g
i }, (11)

where R{, } means a fusion rule. In this paper, we use Sum and
Max rules. Since we obtain more than one fused match scores
after fusion for one testing video sequence, Eq. (11) means
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the unknown person is classified to the class which gets the
maximum fused match score out of all the fused match scores
corresponding to all the classes.

3.2. Fusion at the feature level [2]

Before face features f ′ and gait features g′ are combined,
the individual face features and gait features are normalized to
have their values lie within similar ranges using Eq. (3). We
assume that f̂ and ĝ are face features and gait features after
normalization using Eq. (3), respectively. They are concatenated
to form the features as follows:

p = [f̂ ĝ], (12)

where p ∈ Rm1+m2 . As explained in Section 2.3.2, we use all
possible combinations of side face features and gait features
to generate the maximum number of concatenated feature vec-
tors based on the characteristics of face and gait. Specifically,
four concatenated features are constructed based on two face
features and two gait features for one person from each video.

Let Vi , i = 1, 2, . . . , c, the mean of the training synthetic
features of class i, be the prototype of class i. The unknown
person is classified to class K to whom the synthetic feature p
is the nearest neighbor:

‖p − VK‖ = min ‖p − Vi‖. (13)

When multiple synthetic features are obtained for one person,
Eq. (13) means that the unknown person is classified to the
class which has the minimum distance out of all the distances
corresponding to all the classes.

4. Experimental results

4.1. Experiments and parameters

We collect 100 video sequences of 45 people using a Sony
DCR-VX1000 digital video camera recorder operating at 30
frames per second. Each video sequence includes only one
subject. The subject is walking in outdoor condition and expose
a side view to the camera. The number of sequences per subject
varies from 2 to 3. The resolution of each frame is 720 × 480.
The distance between people and the video camera is about 10
feet. Fig. 5 shows some examples of the data.

Fig. 5. Two examples of video sequences.

We perform two experiments using two comparative data sets
to test our approach and show the effect of changing clothes
and changing face over time on the performance of the fusion
schemes. In Experiment 1, the data consists of 90 video se-
quences of 45 people. Each person has two video sequences,
one for the training and the other one for the testing. For
the same person, the clothes are the same in the training se-
quence and the testing sequence. In Experiment 2, the data
consists of 90 video sequences of 45 people. Each person has
two video sequences, one for the training and the other one
for the testing. For 10 of 45 people, the clothes are different
in the training sequences and the testing sequences, and the
data are collected on two separate days that are about 1 month
apart. For the other 35 people, the clothes are the same in the
training sequences and the testing sequences. Experiments are
conducted on a 2 Dual Core AMD Opteron Processors 265
1.8 GHz Linux machine with 2 GB RAM. The simulation lan-
guage is Matlab. It takes 26 s to recognize 45 people based on
their ESFIs and GEIs. The computational complexity of the
approach grows O(n3), where n is the number of the training
samples.

Recognition performance is used to evaluate our method in
the two experiments. For a video sequence, it is defined as the
ratio of the number of the correctly recognized people to the
number of all the people. To analyze the performance of our
method more insightfully, we also provide the error index that
gives the numbers of misclassified sequences. CMC curve is
used to further evaluate the performance of the systems. The
CMC curve returns identities associated with the K highest-
scoring biometrics samples from the training data. For x axis,
K rank means the K nearest neighbor method is considered for
the recognition results. For y axis, the accuracy rate means the
frequency when the genuine identities are included in the K

nearest neighbors. The lower the rank of the genuine matching
biometrics in the training data, the better the performance of
identification system. Improved algorithms would result in a
better CMC curve, one that would run more toward the upper
left corner of the plot. For comparison, we also show the per-
formance using face features from the OSFIs to demonstrate
the performance improvement by using constructed ESFIs.
The resolution of OSFI is 34 × 18. The procedures of fea-
ture extraction, synthetic feature generation and classification
are the same for ESFI and OSFI. Furthermore, the proposed
feature fusion scheme is compared with the single biomet-
rics scheme where MDA is applied to the PCA features of
the single biometrics, the feature level fusion scheme [2] and
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Fig. 6. The top 70 eigenvectors of face (from left to right and top to bottom).

Fig. 7. First 70 eigenvectors of gait (from left to right and top to bottom).
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Fig. 8. (a) Performance vs. number of face and gait features based on GEI and ESFI in Experiment 1. (b) Performance vs. number of face and gait features
based on GEI and ESFI in Experiment 2.

the match score level fusion schemes using Sum and Max rules
[17] as explained in Section 3.

For gait, two complete walking cycles are obtained from a
video sequence according to the gait frequency and gait phase.
Each walking cycle consists of 20 frames. We construct two
GEIs corresponding to two walking cycles from one video
sequence. The resolution of each GEI is 300×200. For face, we

also construct two high-resolution side face images from one
video sequence. Each high-resolution side face image is built
from 10 low-resolution side face images that are extracted from
adjacent video frames. The resolution of low-resolution side
face images is 68×68 and the resolution of reconstructed high-
resolution side face images is 136 × 136. After normalization
as indicated in Section 2.1, the resolution of ESFI is 64 × 32.
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Table 3
Experiment 1: Single biometrics performance and error index of individuals

Performance Biometrics

Original face (OSFI) Enhanced face (ESFI) Gait (GEI)

Recognition rate (%) 73.3 91.1 93.3
Error index 1, 6, 10, 12, 14, 18, 20, 22, 26, 28, 42, 43 13, 16, 21, 35 4, 15, 26

Table 4
Experiment 1: Fused biometrics performance and error index of individuals

Fusion method Match score level [17] Feature level

Sum rule Max rule Fusion scheme [2] Fusion scheme (this paper)

OSFI & GEI
Recognition rate (%) 93.3 93.3 97.8 97.8
Error index 4, 10, 26 4, 10, 26 26 6

ESFI & GEI
Recognition rate (%) 95.6 97.8 100 100
Error index 4, 26 26 None None

For the proposed feature fusion scheme, the dimensionality
of the synthetic features is 44 (c − 1), which result from ap-
plying MDA transformation to the concatenated face and gait
features. The selection of eigenvectors as face features and gait
features is based on both the observation and the energy criteria.
Figs. 6 and 7 show the top 70 eigenvectors of face and gait,
respectively. The order of eigenvectors corresponds to the de-
scending order of the eigenvalues. The higher numbered eigen-
vectors seem more blotchy and it becomes more and more diffi-
cult to discern the semantics of what they are encoding. This in-
dicates that eliminating these eigenvectors from the eigenspace
should have a minimal effect on performance [22]. Meanwhile,
the remaining eigenvectors should satisfy the requirement that
the corresponding eigenvalues have 99% of the total energy.
Furthermore, we decide to keep no more than two-thirds of the
total eigenvectors to reduce the problem of curse of dimension-
ality. In both experiments, we retain eigenvectors correspond-
ing to the top 59 eigenvalues as face features and the top 56
eigenvalues as gait features. In practice, the dimensionality of
face and gait features may influence the performance of the
proposed method.

Fig. 8 shows the performance of the proposed feature fu-
sion scheme corresponding to the different number of the
face and gait features in Experiments 1 and 2. We can see
that the performance fluctuates as the number of face and
gait features changes. The optimal fusion performance is
achieved somewhere when the eigenvectors corresponding to
the eigenvalues have between 98.5% and 99.5% of the to-
tal energy for face and gait. There is more than one optimal
choice in number of the face and gait features. It is also clear
that the fusion performance degrades abruptly when the num-
ber of chosen eigenvectors is below some threshold. Fig. 8
verifies the reasonableness of our choice for face and gait
features.

4.1.1. Experiment 1
Forty-five people are named from 1 to 45 and each of them

has two video sequences. Two GEIs and two ESFIs are con-
structed for each sequence. Therefore, as explained in Section
2.3.2, four synthetic features are generated based on two face
features and two gait features for one person from each video.
Totally, we have 180 synthetic features corresponding to 45
people in the gallery and 180 synthetic features corresponding
to 45 people in the probe. Table 3 shows the performance of
single biometrics. Table 4 shows the performance of fusion us-
ing different schemes. In Tables 3 and 4, the error index gives
the number of misclassified sequence.

Table 3 shows that 73.3% people are correctly recognized
by OSFI, 91.1% people are correctly recognized by ESFI and
93.3% people are correctly recognized by GEI. The changes of
the body shape and the walking style causes gait recognition
errors. We show GEIs of the people who are misclassified by
the gait classifier in Fig. 9. Face is sensitive to noise as well as
facial expressions, so the different condition in the training se-
quence and the testing sequence affects its reliability. We show
ESFIs of the people who are misclassified by the face classi-
fier in Fig. 10. Among fusion performance of ESFI and GEI
in Table 4, the proposed feature fusion approach has the same
performance as [2] at the best recognition rate of 100%, fol-
lowed by the Max rule at 97.8% and the Sum rule at 95.6%.
Fig. 11 shows people (video sequences) misclassified by inte-
grating ESFI and GEI using the Sum and Max rules. It is clear
that both of the match score level fusion schemes using Sum
and Max rules misclassify the person (26), but both of the fea-
ture level fusion schemes recognize the person correctly. For
fusion based on OSFI and GEI, the best performance is also
achieved by the proposed feature fusion approach and [2] at
97.8%, followed by the Sum rule and the Max rule at 93.3%.
Fig. 12 shows the CMC curves of Experiment 1. The CMC
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Fig. 9. Experiment 1: GEIs of people misclassified by the gait classifier (see Table 3). For each person, two GEIs of the training video sequence and two
GEIs of the testing video sequence are shown for comparison.

Fig. 10. Experiment 1: ESFIs of people misclassified by the face classifier (see Table 3). For each person, two ESFIs of the training video sequence and two
ESFIs of the testing video sequence are shown for comparison.

Fig. 11. Experiment 1: People misclassified by the integrated classifier based on ESFI and GEI using different fusion rules (see Table 4). For each person,
one frame of the training video sequence and one frame of the testing video sequence are shown for comparison: (a) errors by the Sum rule and (b) errors
by the Max rule.

curve of the proposed feature fusion scheme overlaps with the
CMC curve of the approach [2]. Both of them are more toward
the upper left corner of the plots compared with that of the
match score fusion schemes. It is clear that the feature level

fusion schemes are more effective than the match score level
fusion schemes. Fusion based on ESFI and GEI always has
better performance than fusion based on OSFI and GEI using
the same fusion scheme. It also demonstrates that the synthetic
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Fig. 12. Experiment 1: (a) CMC curves of the classifiers using GEI and OSFI. (b) CMC curves of the classifiers using GEI and ESFI.

features carry more discriminating power than the individual
biometrics features.

4.1.2. Experiment 2
In Experiment 2, we use the same order as in Exper-

iment 1 to name 45 people. Ten testing video sequences
are substituted with the other 10 testing video sequences.
The order of the 10 replaced testing video sequences are
{1, 2, 5, 6, 8, 9, 10, 13, 19, 40}. Consequently, 10 out of 45
people in Experiment 2 wear different clothes in the training

sequences and the testing sequences. We also construct two
GEIs and two ESFIs from each sequence and therefore, as
explained in Section 2.3.2, generate four synthetic features
based on two face features and two gait features for one per-
son from each video. Totally, we have 180 synthetic features
corresponding to 45 people in the gallery and 180 synthetic
features corresponding to 45 people in the probe. Table 5
shows the performance of single biometrics. Table 6 shows
the performance of fusion using different schemes. In Tables
5 and 6, the error index gives the number of misclassified
sequence.
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Table 5
Experiment 2: Single biometrics performance and error index of individuals

Performance Biometrics

Original face (OSFI) Enhanced face (ESFI) Gait (GEI)

Recognition rate (%) 64.4 80 82.2
Error index 1, 2, 5, 6, 8, 9, 13, 18, 19, 20, 26, 28, 34, 40, 42, 43 1, 2, 5, 8, 11, 13, 30, 35, 42 2, 5, 6, 8, 13, 19, 26, 40

Table 6
Experiment 2: Fused biometrics performance and error index of individuals

Fusion method Match score level [17] Feature level

Sum rule Max rule Fusion scheme [2] Fusion scheme (this paper)

OSFI & GEI
Recognition rate (%) 82.2 82.2 84.4 86.7
Error index 2, 5, 6, 8, 13, 19, 26, 40 2, 5, 6, 8, 13, 19, 26, 40 1, 2, 5, 8, 13, 19, 40 1, 2, 5, 6, 8, 19

ESFI & GEI
Recognition rate (%) 88.9 88.9 88.9 91.1
Error index 2, 5, 6, 8, 13 2, 5, 6, 8, 13 2, 5, 8, 13, 19 2, 5, 6, 13

Fig. 13. Experiment 2: GEIs of people misclassified by the gait classifier (see Table 5). For each person, two GEIs of the training video sequence and two
GEIs of the testing video sequence are shown for comparison.
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Fig. 14. Experiment 2: ESFIs of people misclassified by the face classifier (see Table 5). For each person, two ESFIs of the training video sequence and two
ESFIs of the testing video sequence are shown for comparison.

Table 5 shows that 64.4% people are correctly recognized by
OSFI, 80% people are correctly recognized by ESFI and 82.2%
people are correctly recognized by GEI. Compared with the
performance of individual biometrics in Experiment 1 in Table
3, all the performance of individual biometrics in Experiment 2
decreases to some extent. It is reasonable since the changes in
the lighting conditions and the color of clothes cause changes
in the segmentation of the human body. Also, changing clothes
causes the difference in the shape of the training sequence and
the testing sequence for the same person. Fig. 13 shows GEIs
of the people who are misclassified by the gait classifier. Mean-
while, since face is sensitive to noise as well as facial expres-
sions, the different conditions in the two video sequences that
are taken at least one month apart, brings more face recognition
errors. Fig. 14 shows ESFIs of the people who are misclassified
by the face classifier.

For the fusion performance based on ESFI and GEI in Table
6, the proposed feature fusion approach achieves the best per-
formance at 91.1%. The approach [2] has the same performance
as the Sum rule and the Max rule at 88.9% [17]. We can see that
a larger improvement of fusion performance is achieved by the
proposed feature level fusion scheme compared with the other
fusion schemes. Fig. 15 shows the people (video sequences)
misclassified by integrating ESFI and GEI using different fu-
sion rules. For fusion based on OSFI and GEI, the best perfor-
mance is also achieved by the proposed feature fusion approach
at 86.7%, followed by Zhou and Bhanu [2] at 84.4%, and the
Sum rule and the Max rule at 82.2% [17]. Fig. 16 shows the

CMC curves of Experiment 2. In Fig. 16(a), it is clear that the
CMC curve of the proposed feature fusion scheme has the bet-
ter performance than any other scheme. In Fig. 16(b), the accu-
racy rate of the proposed feature fusion scheme is lower than
that of the Max rule fusion scheme at rank 4 and 5, but for the
other ranks, the accuracy rate of the proposed feature fusion
scheme is higher than or equal to that of the Max rule fusion
scheme. Specifically, the highest accuracy rates are achieved
by the proposed feature fusion scheme at rank 1 and 2, which
demonstrates the better performance than other fusion schemes
since the accuracy rates at low ranks are more important for a
recognition system.

4.2. Discussion on experiments

The experimental results in Experiments 1 and 2 clearly
demonstrate the importance of constructing ESFI. From ESFI,
we can extract face features with more discriminating power.
Therefore, better performance is achieved when ESFI instead
of OSFI is used for all of the fusion schemes. For example, in
Experiment 2, OSFI has bad performance at 64.4%, but ESFI
still achieves the recognition rate of 80%. The proposed fea-
ture fusion scheme based on ESFI and GEI achieves the per-
formance improvement of 8.9% (from 82.2% to 91.1%), while
the improvement is 4.5% (from 82.2% to 86.7%) for fusion of
OSFI and GEI . The results demonstrate that ESFI serves as
a better face template than OSFI. The synthetic features ob-
tained from ESFI and GEI capture more discriminating power
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Fig. 15. Experiment 2: people misclassified by the integrated classifier based on ESFI and GEI using different fusion rules (see Table 6). For each person, one
frame of the training video sequence and one frame of the testing video sequence are shown for comparison: (a) errors by the Sum rule; (b) errors by the
Max rule; (c) errors by the fusion scheme [2]; and (d) errors by the proposed fusion scheme.

than that from OSFI and GEI. Consequently, the fusion based
on ESFI and GEI always has better performance than fusion
based on OSFI and GEI using the same fusion scheme.

In Experiment 1, the proposed feature level fusion scheme
outperforms the match score level fusion schemes but has the
same performance as the feature level fusion scheme [2]. For
the more difficult database in Experiment 2, we can see that
the proposed feature level fusion scheme outperforms all the
other fusion schemes. The feature level fusion scheme [2] does
not perform better than the match score level fusion schemes.
Moreover, the proposed feature level fusion scheme achieves
a larger performance improvement in Experiment 2 compared
with the improvement in Experiment 1. Specifically, compared
with the performance achieved by gait (the better performance

of the two individual biometrics), the proposed scheme has an
improvement of 6.7% in Experiment 1 and 8.9% in Experiment
2. All these results demonstrate the effectiveness of integrat-
ing face and gait information for human recognition using the
proposed feature level fusion scheme since it outperforms the
other fusion schemes and even achieves a larger improvement
for the more challenging database. Furthermore, the results in
both experiments indicate that the proposed feature level fusion
scheme does not depend on specific features since it achieves
the best fusion performance in both of cases: fusion of OSFI
and GEI, and fusion of ESFI and GEI.

When Experiments 1 and 2 are compared, it is clear that the
recognition rates in Experiment 2 decrease compared with Ex-
periment 1 because of 10 out of 45 people changing their clothes
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Fig. 16. Experiment 2: (a) CMC curves of the classifiers using GEI and OSFI. (b) CMC curves of the classifiers using GEI and ESFI.

in the testing sequences. As explained before, gait recognition
based on GEI is not only affected by the walking style of a per-
son, but also by the shape of human body. See Figs. 9 and 13
as examples. Face is sensitive to noise as well as facial expres-
sions, so the different condition in the training sequence and
the testing sequence affects its reliability. See Figs. 10 and 14
as examples. All these factors contribute to recognition errors
of the individual classifiers. However, the fusion system based
on side face and gait overcomes this problem to some extent.
For example, in Experiment 2, people {2,5,6,8,13,19,26,40}

are not correctly recognized by gait and the performance of
gait classifier is 82.2%, but when side face information is inte-
grated, the recognition rate is improved to 91.1%. It is because
the clothes or the walking style of these people are different be-
tween the training and testing video sequences, so the gait clas-
sifier cannot recognize them correctly. However, the side face
of these people does not change so much in the training and
testing sequences, and it brings useful information for the fu-
sion system and corrects some errors. On the other hand, since
the face classifier is comparatively sensitive to the variation of
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facial expressions and noise, it cannot get a good recognition
rate by itself. When gait information is combined, the better
performance is achieved. For example, in Experiment 2, peo-
ple {1,2,5,8,11,13,30,35,42} are not correctly recognized by
face and the performance of face classifier is 80%, but when
gait information is integrated, the recognition rate is improved
to 91.1%. This demonstrates that the fusion system using side
face and gait is effective for individual recognition in video
since face and gait are two complementary biometrics. Conse-
quently, our fusion system is relatively robust compared with
the system using only one biometrics in the same scenario.

These results also demonstrate that the match score fusion
cannot rectify the misclassification conducted by both of the
face classifier and the gait classifier. For the match score fusion,
people misclassified by the individual classifiers are likely to be
classified correctly after fusion on the condition that there is at
least one of the two classifiers that works correctly. For exam-
ple, in Table 5, there are four misclassified people {2, 5, 8, 13}
overlapped between classification using ESFI only and GEI
only. From Table 6, we can see that the set of misclassified peo-
ple {2, 5, 8, 13} are always a subset of the error indices when
ESFI and GEI are combined by Sum and Max rules. How-
ever, the classifier using the synthetic features can rectify the
misclassification conducted by both of the individual classifier.
For example, the proposed feature level fusion scheme based
on ESFI and GEI correctly recognizes the person (8) who is
misclassified by both the face classifier and the gait classifier
individually. It is clear that the performance of the feature level
fusion mainly depends on the fused feature set while the perfor-
mance of the match score level fusion mainly depends on the
results of the individual biometrics classifiers. Since the fused
feature set contains richer information about the input biomet-
rics pattern than the match score, the feature level fusion is
more effective than the match score level fusion when individ-
ual biometrics features are appropriately combined. Moreover,
even though the proposed feature level fusion scheme has the
same performance as the feature level fusion scheme [2] in Ex-
periment 1, it outperforms the feature level fusion scheme [2]
in Experiment 2, which is a more challenging case. For the
feature level fusion scheme [2], the face and gait features are
simply concatenated and the relationship between them are not
known. For the proposed feature level fusion scheme, MDA is
applied to the concatenated features of face and gait, and it im-
proves the discriminating power of the synthetic features. The
proposed feature level fusion scheme is more effective than the
feature level fusion scheme [2] for the recognition task. Though
the comparison of the potential to correct errors between dif-
ferent fusion schemes is analyzed based on the experimental
results in this paper, the conclusion is applicable to other bio-
metrics and sources of data.

5. Conclusions

The fusion of face and gait is promising in real world ap-
plication because of their individual characteristics. Compared
with gait, face images are readily interpretable by humans,
which allows people to confirm whether a biometrics system

is functioning correctly, but the appearance of a face depends
on many factors: incident illumination, head pose, facial ex-
pressions, moustache/beard, eyeglasses, cosmetics, hair style,
weight gain/loss, aging, and so forth. Although gait images can
be easily acquired from a distance, the gait recognition is af-
fected by clothes, shoes, carrying status and specific physical
condition of an individual. The fusion system is relatively more
robust compared with the system that uses only one biomet-
rics. For example, face recognition is more sensitive to low
lighting conditions, whereas gait is more reliable under these
conditions. Similarly, when the walker is carrying a heavy bag-
gage or he/she is injured, the captured face information may
contribute more than gait.

In this paper, a new feature level fusion scheme is proposed
to integrate information from side face and gait for recogniz-
ing individuals at a distance in video. ESFI and GEI, both
of which integrate information over multiple frames in video,
work as face template and gait template, respectively. Multiple
discriminant analysis (MDA) is applied after the concatenation
of face and gait features to generate discriminating features for
improved recognition performance. The problem of curse of
dimensionality is reduced since the final feature vectors used
in this paper are of lower dimension than those in Ref. [2].
The experimental results show that the proposed feature level
fusion scheme is effective for individual recognition in video.
It outperforms the previously published fusion schemes at the
match score level [17] and the feature level [2] for face- and
gait-based human recognition at a distance in video.
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